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Abstract

The design of a control algorithm is difficult when models are unavailable, the physics are varying in time, or
structural uncertainties are involved. One such case is an oil production platform in which reservoir conditions and
the composition of the multiphase flow are not precisely known. Today, with streams of data generated from sensors,
black-box adaptive control emerged as an alternative to control such systems. In this work, we employed an online
adaptive controller based on Echo State Networks (ESNs) in diverse scenarios of controlling an oil production plat-
form. The ESN learns an inverse model of the plant from which a control law is derived to attain set-point tracking of
a simulated model. The analysis considers high steady-state gains, potentially unstable conditions, and a multi-variate
control structure. All in all, this work contributes to the literature by demonstrating that online-learning control can be
effective in highly complex dynamic systems (oil production platforms) devoid of suitable models, and with multiple

inputs and outputs.
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1. Introduction

In spite of the recent advances in renewable energies,
oil and gas remain the most important energy sources in
the world. As oil reservoirs are drained with time, more
sophisticated technologies are required for extraction, to
a great extent due to the loss of reservoir pressure and
the accumulation of impurities, such as wax, gas hy-
drates, and asphaltene to name a few. These hurdles led
to the concept of “flow assurance,” initially coined by
Petrobras in the 90’s, which is concerned with the de-
velopment and applications of technologies that ensure
a stable and economically desirable production, under a
wide range of operating conditions (Jahanshahi, 2013).

One of the main flow assurance problems is the slug-
ging flow in wells and risers, a phenomenon associ-
ated with the high oscillations that arise from the speed
difference between the oil and gas flows. Most solu-
tions found in the literature rely on models to design
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feedback control strategies, such as Jahanshahi (2013),
de Oliveira et al. (2015), Campos et al. (2015), and
Stasiak et al. (2012). Usually, the feedback control solu-
tions to anti-slugging problems are either model-based
or tuned based on a simplified model, which tends to
lead to robustness issues due to either parametric or
structural model mismatch (such as assuming the in-
correct flow composition) (Jahanshahi, 2013). Rather
than model-based approaches, this work turns to black-
box data-driven approaches that continuously train on-
line, using Recurrent Neural Networks (RNNs) to con-
trol a nonlinear plant. We can view the RNN as em-
bedded in the controller, simultaneously learning the in-
verse model and controlling the plant. Throughout this
paper, we will interchangeably use the terms controller
and (recurrent neural) networks with the same meaning:
an RNN-based controller.

As the online learning RNN derives the control law,
the controller can learn and adapt its parameters di-
rectly from streaming data in an online way, which ren-
ders it suitable to deal with unmodeled phenomena, for
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which limited knowledge of the structure and parame-
ters is available (Nelles, 2001). However, a black-box
approach can only generalize the phenomenology and
physics in the region within which data were provided
to fit the models (i.e., they are poor in extrapolating their
predictions to regions outside the training input space),
being a drawback when compared to phenomenological
approaches. This is an issue specially in offline learn-
ing, where periodic retraining of the model would be
necessary for learning new operating points and dynam-
ical behaviors. In this case, a phenomenological model
(if available) should be used specially if computational
power is abundant and time constraints are not tight. On
the other hand, online learning allows us to continuously
learn from data, updating the model in real time to the
most recent samples. The approach taken in this work
follows that line of thought, whereby the controller end-
lessly adapts over time, making it capable of learning
and controlling the system at any operating region, with
no prior knowledge of the model.

There are several examples of neural adaptive con-
trollers in the literature. For instance, Lungu and Lungu
(2018) adds a feed-forward neural network (NN) to a
model-reference adaptive framework for airplane land-
ing control. The Model-reference controller essentially
forces the plant to behave as dictated by a reference
model. This structure is linear by nature, so Lungu and
Lungu (2018) proposed adding a feedback lineariza-
tion based approach, by canceling out the non-linearities
with their inverse model identified by the NN. This
methodology is gray-box, because it still uses informa-
tion from the linearized system to design the controller.
Besides, since their work uses a feed-forward static neu-
ral network, the dynamics must be realized at the in-
put layer through the use of lagged inputs, increasing
input dimensionality by many folds. Also, as training
uses backpropagation, problems such as local optima,
numerical instabilities, and slow convergence can arise.

Although recent advances in deep learning have made
possible the effective training of special recurrent net-
works such as the LSTMs (Long Short Term Memory)
for large training sets (Graves et al., 2013), in gen-
eral RNNs are still hard to train, since Backpropaga-
tion through time (Werbos, 1990) is susceptible to lo-
cal minima, slow convergence, bifurcation, and other
instability related problems. One example of alterna-
tive ways to overcome these learning problems in non-
linear dynamic system identification is by Miinker and
Nelles (2018), who propose a network of local (linear)
Finite Impulse Response (FIR) models where each lo-
cal model is trained separately with the help of a special
regularization matrix. The idea is that the network con-

nection between multiple linear dynamic systems leads
to a model capable of capturing nonlinear dynamics.

In our work, to circumvent the aforementioned learn-
ing problems, the RNN used in our controller is trained
according to the Reservoir Computing (RC) paradigm
(Verstraeten et al., 2007). In particular, we employ
Echo State Networks (ESN) (Jaeger and Haas, 2004;
Jaeger, 2001), one of the flavors of RC, as a substrate for
RNN-based controller learning. Liquid State Machines
(LSM), originally from the computational neuroscience
field, are another flavor of RC which use spiking neural
networks as reservoirs instead of analog reservoirs as in
ESNs (Maass et al., 2002) (the latter being easier to im-
plement). RC (or ESN) networks are composed of two
main parts: a dynamical non-linear state equation sys-
tem which represents the recurrent part called reservoir,
whose weights are randomly fixed and not trained, thus
avoiding non-linear terms and dependence of time in the
loss function; and a linear readout output layer, the sole
part to be trained. Usually, the readout training in the
RC approach is done through linear Least Squares or
Ridge Regression, which has global convergence prop-
erties in contrast to LSTMs which use gradient-based
learning on a nonlinear cost function, requiring orders
of magnitude of more time to train than RC networks,
for instance. ESNs have been successfully applied to a
wide range of problems in the literature, such as learn-
ing complex goal-directed robot behaviors (Antonelo
and Schrauwen, 2015), grammatical structure process-
ing (Hinaut and Dominey, 2012), short-term stock pre-
diction (technical analysis) (Lin et al., 2009), predictive
control (Pan and Wang, 2012; Xiang et al., 2016), and
noninvasive fetal detection (Lukosevicius and Marozas,
2014). Moreover, ESNs have shown promising results
in identifying the complex dynamics involving a slug-
ging flow riser (Antonelo et al., 2017), which is consid-
ered a difficult task in system identification. Chen et al.
(2017a) present a tutorial on how to apply several types
of neural networks, including Echo State Networks, into
applications related to wireless communication, such
as: using Unmanned Aerial Vehicles (UAV) as service
providers; Virtual Reality with wireless networks; Con-
tent request prediction for mobile edge catching and
computing; and even Internet of Things applications.
Chen et al. (2017b) apply an enhanced version of Echo
State Network into the context of cloud radio access net-
works, as a user behavior predictor. Chen et al. (2018)
use ESNs in the context of virtual reality, using wireless
networks to predict the quality of service of small base
stations (information receivers and transmitters in the
virtual reality framework) for the purpose of solving a
resource allocation problem. Another successful use for



Echo State Networks is the non-linear predictive control
of a gas-lifted oil well with no prior model information
(Jordanou et al., 2018).

The ESN-based controller used in this work was first
proposed by Waegeman et al. (2012), being referred
herein also as the inverse model on-line learning con-
troller. An Echo State Network implements the inverse
model of the plant to be controlled, which is trained by
the Recursive Least Squares (RLS) algorithm. This con-
troller has been applied in problems such as: the heat
tank temperature control assuming variable delay, air-
plane pitch angle control for steady cruise and balanc-
ing of an inverted pendulum system by Waegeman et al.
(2012); position control of a real-world hydraulic ex-
cavator by Park et al. (2014); and robotic arm control
by Waegeman et al. (2013). Bo and Zhang (2018) pro-
posed another on-line learning control strategy that uses
Echo State Networks. Based on an actor-critic frame-
work, they derive an optimal control policy from the
Bellman optimality equation to regulate the dissolved
oxygen concentration in a wastewater treatment. Their
controller is composed of four ESNs: two for model-
ing critics (as an approximation of the cost function to
be minimized); one for modeling the plant (the forward
model); and one for the actor, obtained analytically by
deriving the steepest descent from the gradient of the
model and critic networks. The ESNs are trained by a
method based on the Recursive Least Squares. On the
other hand, the controller employed in our work con-
sists of only two ESNs, one that learns from past ob-
served behavior in an online fashion (with RLS), and
another that actually controls the plant. Knowledge is
transferred in real time at every instant from the learn-
ing ESN to the control ESN. Compared to Bo and Zhang
(2018), our framework is simpler and less computation-
ally expensive, which can be readily applied to MIMO
systems as shown in the experiments hereafter. The on-
line learning control strategy used in this work is purely
regulatory, while Bo and Zhang (2018) minimize an ex-
pected cost function to induce an optimal control policy
in a reinforcement learning way.

In oil and gas, our previous work (Jordanou et al.,
2017) employed the online learning controller in order
to control a gas-lifted oil well model, successfully real-
izing set-point tracking and disturbance rejection tasks.
The current work can be considered as a comprehensive
extension of Jordanou et al. (2017), where now:

o the plant consists of two oil wells and a riser con-
nected through a manifold (instead of a single oil
well), providing a richer set of dynamical behav-
iors, coupling, and higher complexity when com-

pared to Jordanou et al. (2017);

e we use riser and oil well models that were validated
using the well-known OLGA simulator, the stan-
dard choice in the oil and gas industry (Jahanshahi
et al., 2012; Jahanshahi and Skogestad, 2011).

e our work tackles the multivariate aspect of control
in oil and gas platforms using a single ESN archi-
tecture, which was not present in Jordanou et al.
(2017). In particular, we perform experiments on
SISO (single-input single-output) control, where
we control the riser inlet pressure by manipulating
the opening of the production choke while ignor-
ing the gas-lift valves of both oil wells, which are
fully closed. Next, as the gas-lift valves are im-
portant in governing the system dynamics, MISO
(multiple-input single-output) control is proposed
where the same riser inlet pressure is controlled,
but now manipulating other two variables, i.e., the
opening of the gas-lift valves for both oil wells
whereas the production choke is set maximally
open, guaranteeing the most oil production in this
setting. The controller learns to satisfactorily con-
trol the plant albeit the presence of unstable con-
figurations of the plant inputs (manipulated gas-
lift valves), a situation not present in (Jordanou
et al., 2017). Finally, MIMO control is presented
where now the controlled variables are the bottom-
hole pressure of both oil wells and the manipulated
variables are the production choke of each well.
Note that, in this case, a single ESN receives as
input the readings of the bottom-hole pressure of
both wells as well as the reference values for them
(totaling 4 network inputs) and produces two out-
puts corresponding to the openings of the produc-
tion chokes. We show that this single network can
perform MIMO control on this complex coupled
system on the fly, i.e., online and without a priori
knowledge. Related work on MIMO control can be
found in (Waegeman et al., 2013), where a modular
architecture called MACOP adaptively combines
a number of ESN-based controllers (where each
one learns a control primitive) in a multi-variable
robotic arm control task.

Finally, this work demonstrates that black-box strate-
gies can be effective to the control of processes in oil
production platforms, which is relevant for flow assur-
ance as discussed above.

This paper is organized as follows. Section 2 presents
the Echo State Network in more detail. Section 3 de-
scribes the online learning control strategy and the Re-
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Figure 1: Representation of an Echo State Network. Dashed con-
nections (from Reservoir to Output Layer) are trainable, while solid
connections are fixed and randomly initialized. Figure extracted from
Jordanou et al. (2017).

cursive Least Squares algorithm. Section 4 presents the
well and riser models utilized, and further states the con-
trol challenges involved. Section 5 reports and discusses
the simulation results. Section 6 concludes the work.

2. Echo State Networks

An ESN is a type of recurrent neural network with
useful characteristics for system identification (Jaeger
et al., 2007), as it represents nonlinear dynamics well
and the training consists in solving a linear least squares
problem of relatively low computational cost. Proposed
by Jaeger and Haas (2004); Jaeger (2001), the ESN is
governed by the following discrete-time dynamic equa-
tions:

alk+ 1] = (1 — y)alk] 1
+yf(Wialk] + Wii[k] + W} + Wio[k]) )
o[k + 1] = Wea[k + 1] )

where: the state of the reservoir neurons at time k is
given by a[k]; the current values of the input and output
neurons are represented by i[k] and o[k], respectively;
v is called leak rate (Jaeger et al., 2007), which governs
the percentage of the current state a[k] that is transferred
into the next state a[k + 1]. The weights are represented
in the notation W}‘r’om, with ”’0” meaning the output neu-
rons, ”’r” meaning the reservoir, and ”i” meaning the
input neurons. “b” represents the bias; and f = tanh(-)
is the activation function also called a base function in
system identification theory (Nelles, 2001) being widely
used in the literature. Figure 1 depicts the schematic of
an echo state network.

The network has N neurons, which is the dimension
of a[k] that must be several orders higher than the num-
ber of network inputs. As long as we use regularization,
N can be as big as needed, but at the expense of in-
creased computation time when generating the reservoir
states according to Equation (1). According to Jaeger
(2002), the ESN has a memory capacity bounded by the
number of neurons in the reservoir (MC < N), assuming
that linear output units are used.

The recurrent reservoir should have the so-called
Echo State Property (ESP) (Jaeger, 2001), i.e., a fad-
ing memory of its previous inputs, meaning that influ-
ences from past inputs on the reservoir states vanish
with time. The ESP is guaranteed for reservoirs with
tanh(-) as the activation function when the singular val-
ues of WL < 1. However, this restriction limits the rich-
ness of the reservoir dynamical qualities, and is not used
in practice. Note that all connections going to the reser-
voir are randomly initialized, usually according to the
following steps:

1. Every weight of the network is initialized from a
normal distribution N(0, 1).

2. Wi is scaled so that its spectral radius p (Eigen-
value with the largest module) is at a certain value
which is able to create reservoirs with rich dynam-
ical capabilities. It has been often observed that
setting p < 1 in practice generates reservoirs with
the ESP (Jaeger et al., 2007). However, reservoirs
with p > 1 can still have the ESP since the effective
spectral radius may still be lower than 1 (Ozturk
et al., 2007; Verstraeten and Schrauwen, 2009).

3. Wi and Wi are multiplied by scaling factors f
and f;, respectively, to determine how the input
will influence the network.

These scaling parameters, p and f;, fb’ are crucial in the
learning performance of the network, having an impact
on the nonlinear representation and memory capacity of
the reservoir (Verstraeten et al., 2010). Also, low leak
rates allow for higher memory capacity in reservoirs,
while high leak rates should be used for quickly varying
inputs and/or outputs. The settings of these parameters
should be such that the generalization performance of
the network (loss on a validation set) is enhanced.
While in standard RNNs all weights are trained it-
eratively using backpropagation through time (Mozer,
1995), ESNs restrict the training to the output layer WQ.
In this work, reservoirs have no feedback from the out-
put, i.e., W; = 0. Note that output feedback W{o[k]
yields reservoirs without the ESP. Also, the inputs do
not interfere directly in the output, as systems with di-
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Figure 2: Block diagram of the ESN-based control framework. De-
tails about its structure and functioning are given in the text.

rect transmission are less smooth and more sensitive to
noise.

3. Online-Learning Control

Originally proposed by Waegeman et al. (2012), the
ESN-based controller is an adaptive control framework
composed of two recurrent neural networks: ESN-L,
the “Learning Network”, and ESN-C, the “Control Net-
work”. While ESN-L adapts its parameters in an online
way, and is analogue to the “adaptive law” concept in an
adaptive control framework (Astrom and Wittenmark,
1994), ESN-C computes the control action, and is ana-
logue to the concept of the standard controller, whose
parameters are defined by the adaptive law (Astrom and
Wittenmark, 1994).

Figure 2 shows a block diagram representation of the
control loop, which is composed of the two aforemen-
tioned Echo State Network blocks. The “ESN-L” takes
both the present plant output (denoted as y[k] in Figure
2) and a past plant output shifted ¢ timesteps to the past
(denoted as y[k — ¢]) as the network input. The con-
strained control action given at time k — ¢ (denoted as
x[k—0] in Figure 2), corresponds to the desired output of
a training sample. Aiming at finding the inverse model,
the Learning Network is trained at each timestep with
such a data sample (depicted by the dashed block in Fig-
ure 2) using the Recursive Least Squares (RLS) online
learning algorithm which adapts the output weights Wy
(Waegeman et al., 2012). Note that the latter is shared
between ESN-L and ESN-C, but in practice, just after
ESN-L is trained, its adapted weights W? are copied to
the output layer of ESN-C in the same timestep.

ESN-C outputs the control action u[k] according to
the inverse model identified by “ESN-L” (defined by
W?), where it is estimated that, if the plant’s current out-
put is y[k], the future output will be y[k + 6] = Y[k + 6].

The present plant output y[k] and the desired plant out-
put ¥[k + 6] are the inputs to ESN-C. We assume that
the model does not vary in the time interval §, so this
can be seen as the input to ESN-L, but displaced ¢ time-
steps into the future. The control action u[k] is then
processed by the S (x) block before being input as x[k]
to the plant and the Recursive Least Squares algorithm
as illustrated in Figure 2. This block represents system
constraints, such as saturation and rate limiting. The
timestep delay represented by ¢ is a tunable parameter
of the framework, which is proportional to the time con-
stants of the system. Waegeman et al. (2012) present a
proof of convergence for this type of control loop.

3.1. Recursive Least Squares

The Recursive Least Squares is an adaptive filter that
solves a Weighted Linear Least Squares Problem using
a recursive update formula for its parameters. The RLS
used in this work is derived from the analytic solution of
the Weighted Linear Least Squares Problem and obeys
the following equations (Waegeman et al., 2012):

P[0] = 1 3)
a
e[k] = W[k — 1]a[k] — d[k] “4)
_Plk—1] Pk~ 1]a[kla” [K]P[k — 1]
Plk] = 1 A+ aT[kP[k - 1]a[k]) )
Wik] = Wik — 1] — e[k]P[k]a[k] (6)

where k is the current timestep and P[k] is seen as an
estimate of the covariance matrix at each time step k
(Nelles, 2001); e[k] is the error between the desired
ESN-L output d[k] (related to the control action input to
the plant) and the actual ESN-L output (Wg[k — 1]a[k]);
I is the identity matrix. In the control framework, d[k]
is built by using the bounded output of the ESN-C net-
work x[k] = S (u[k]), i.e., according to previous section,
d[k] = x[k — 6]. u[k], in turn, is generated by excit-
ing ESN-C with a given reference signal §[k + 6], usu-
ally generated randomly or by using staircase signals, as
the experiments in this paper will show; « is a param-
eter that represents how much is known a priori about
the system, for it serves to evaluate P[0]. The larger
the value of «, the more one is admitting to not know
the nature of the system (the diagonal of P[0] becomes
smaller).

The forgetting factor A models how much weight the
most recent samples will have in relation to the previous
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ones. The actual cost function for a forgetting factor
included in the RLS algorithm is:

N
J =3 AN dlk] - Wealk]y? )
k=0

For A < 1, the most recent samples are penalized more
strongly. Smaller values of A tend to make the algo-
rithm adapt better and quicker to real-time changes in
the model while sacrificing steady-state performance.
Heuristically, the literature recommends that 4 > 0.9.
The parameter A should be close to 1 when the dynamic
system is in steady state; however, it is desirable to have
A close to 0.9 when the system is undergoing transients.

4. Case Study

For the experiments, we used a composite model of
a production platform consisting of two gas-lifted oil
wells and a riser. The well model used to represent the
two wells was developed in (Jahanshahi et al., 2012).
We also use the same parameter values. The riser model
was developed in (Jahanshahi and Skogestad, 2011).
The models are connected by a manifold, which con-
tains no load loss due to friction. We describe each
model as follows.

4.1. Gas-Lifted Well

The well model consists of a gas-lift injection choke
valve, an annulus, a tubing, and a production choke

valve at the end of the oil outlet. Figure 3 illustrates
the oil well model utilized, and also the physical loca-
tion and meaning of each variable. The figure center
depicts the “Tubing”, where oil is produced. The bor-
ders represent the “Annulus”, where gas is injected for
gas lift. The gas-lifted oil well dynamics are described
by the following state equations:

mG,a = WgG,in — wG,inj (8)
mG,rb = wG,inj + WG res — WG out (9)
mL.lb = WL res — WL out (10)

in which the name convention for variables is x,, ., the x

represents the variable’s nature, with m being the mass
and w the mass flow, the y represents the variable’s
phase, with G being the gas and L the liquid/oil phase,
and no water phase is modeled. The z represents the
variable’s location in the well, where tb is the tubing
and a is the annulus. If y is absent and the variable is in
the form x,, then the variable does not describe a spe-
cific phase. The subscript “res” refers to variables re-
lated to the oil and gas reservoir connected to the wells,
“inj” refers to the injected flow from the annulus into
the tubing, and “out” refers to the outlet variables. The
parameter values are borrowed from well n° 1 of Aguiar
etal. (2015).

The model assumes only the presence of a gaseous
and a liquid phase flowing through the well. The state
equations derive from liquid and gas mass balance rela-
tions in each well, where one state represents the total
gas mass present in the well annulus, and the other two
states represent the gas and liquid total mass in the tub-
ing. The inflow of gas in the annulus, wg iy, depends
on the opening of the gas-lift choke valve u,, and the
gas-lift inlet pressure P,,. The gas enters the tubing
with mass flow wg ,; after exiting the annulus. The
tubing also receives gas and liquid from the reservoir
with given mass flows wg .5 and wg e, respectively.
These mass flows depend on the reservoir pressure, Pj..
The liquid and gas exiting through the tubing, with mass
flows wy o, and wg o, respectively, depend on the pres-
sure at the outlet, which in this work is a manifold con-
nected to another well and a riser, and the production
choke valve opening u,,.

All the flows are defined by the Bernoulli orifice
equations, which depend on the pressure difference in
each flow region. For more information on the formula-
tion of the model, refer to (Jahanshahi et al., 2012) and
Appendix A, where more detailed information is avail-
able. In (Jahanshahi et al., 2012), the well model was
validated by comparison with the OLGA simulator, by
capturing similar stability behavior, and thus serving the
purpose of control benchmarking for oil and gas pro-



Figure 4: Representation of a pipeline-riser system. P, represents
the pressure in the separator. Obtained from Jahanshahi et al. (2013).

duction. The well model has 42 algebraic variables, 3
state variables, 2 input variables, and 3 boundary condi-
tions, where two of them (reservoir pressure and gas-lift
pressure) are fixed. The outlet pressure, Py, ., iS cou-
pled via the manifold model to the rest of the system.
In this work, two wells are considered, whose variables
are defined by x,;, following the previously defined
nomenclature, where i refers to the index of the well
ieW=1{12}.

4.2. Pipeline-Riser

Jahanshahi and Skogestad (2011) idealized the
pipeline-riser model utilized in this work. The same no-
tation as the well model is used for the pipeline-riser
model, considering only a biphase flow consisting of a
liquid (oil and water) and a gaseous phase. Since slug-
ging is related to the velocity difference between the gas
and liquid phase, for anti-slug control applications, this
model is reasonable. The liquid phase is also assumed
to be incompressible. Jahanshahi and Skogestad (2011)
demonstrate that this model provides a close approxi-
mation to an equivalent riser represented in the OLGA
simulator. This model was made for benchmarking and
designing anti-slug controllers, given that it represents
well the dynamics related to the riser. Figure 4 is a de-
scription of the model.

The following state equations are considered:

MG, p = WG,in — WG,ip (11
My, = Wrin + WLIp (12)
mG,r = WG,lp — WG, out (13)
mL,r = WLip + Wi out (14)

These state equations are derived from mass balance,
considering that the flow consists of only a gaseous and
a liquid phase. The mass balance is evaluated in two
connected regions: a horizontal pipeline, and a vertical
tubing connected to it that elevates the production fluid.
The mass flow rates wg i, and wy ;,, which refer to the
fluid entering the pipeline, are either assumed constant

or connected to an outside source, such as a manifold.
The fluid then exits the pipeline and enters the riser with
flow rates wy j, and wg j,, and exit the system with flow
rates we,oy and wy, o, Which depend on the separator
pressure P, and the riser choke valve opening z. As
in the case of the well model, the flows are calculated
through the Bernoulli orifice equation, and pressure loss
due to friction is inherent in the model. For more infor-
mation on the riser model, refer to Jahanshahi and Sko-
gestad (2011) and Appendix B, where more detail of the
model is available.

The pipeline-riser model possesses 4 state variables,
36 algebraic variables, and three boundary conditions,
in which one (the outlet/separator pressure) is consid-
ered constant.

4.3. Manifold Connection

The entity that connects the two wells and the riser
is the Manifold. The manifold considered in this work
has no load loss due to friction, so the outlet pressure is
equal to the two inlet pressures. This essentially means
that the pressure at the outlet of both wells is equal to
the riser inlet pressure P;,, as defined in Eqn. (15):

Pin = Pw,out,l = Pw,out,Z (15)

Given the conservation of mass, the sum of the outlet
mass flow from the wells is equal to the inlet flow of the
riser.

WG in,r = WG outwl T WG outw2 (16)

WLinr = WLoutwl T WL outw2 (17)

where wy,, is a mass flow in the riser and wy,,; is a
mass flow in well i.

The presence of the manifold then brings the com-
plete system to possess: 10 state variables, 110 alge-
braic variables, and 5 input variables. Due to the junc-
tion of the two wells and the riser, the riser inlet flow
and both well outlet pressures can no longer be con-
sidered boundary conditions. In the end, the boundary
conditions left for the complete system are: both well
gas-lift pressures Py, ; = 200 bar, and P, = 200 bar,
both well reservoir pressures P, 1, and P,,, and the riser
outlet pressure, which is connected to the surface of a
platform. As in (Jahanshahi and Skogestad, 2011), the
outlet pressure is assumed to be 50.1 bar.

Figure 5 depicts a schematic representation of the
complete plant, where the manifold connects the two
wells and the riser.
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Figure 5: Schematic of the complete oil and gas production system.

4.4. Control Challenges

The oil production system depicted in Figure 5 is suf-
ficiently complex to bring about several control chal-
lenges, which are suitable for testing different control
problems such as:

e Riser Inlet Pressure Tracking (SISO): Pressure
tracking is essential for production optimization in
oil platforms that rely on pressure measurements
(Jahn et al., 2008). In this case, the controller regu-
lates the riser inlet pressure P;, by manipulating the
riser choke valve z, but without lift-gas injection
(tgs1 = ugsp = 0). This characterizes a complex
SISO (Single-Input, Single-Output) type of control
due to the non-linearity associated with pressure
tracking, mainly the gain variation. Further, the
gas-lift choke valve configuration can compromise
dynamical stability in the system, since they affect
the gas-oil mass ratio of the flow and potentially
lead to slugging flow regimes. To illustrate these
phenomena, open-loop simulations are depicted in
Figure 6 for different set points, namely for the
cases (Ugs 1, Ugs2) = (0.0,0.0) and (ugs 1, ugsn) =
(0.05,0.0). From Figure 6(b), it is evident that
the same variation at each operating point implies

small riser choke opening z < 0.1. In this chal-
lenge, the general objective is to test the capacity
of the online learning controller to track set points
in oil and gas applications, using only one manip-
ulated variable and without any prior information.

Super-Actuated Pressure Control (MISO): The
gas-lift choke opening configuration is influential
on whether the plant will undergo pressure oscilla-
tions or not. In the previous control problem, the
plant was forced into a highly oscillatory regime
to be suppressed by an anti-slug controller, which
manipulates only the riser choke opening. Instead
in this task, the anti-slug controller is allowed to
manipulate the gas-lift choke openings (u,,; and
Ug, ) but not the production choke (z), which stays
fully open. This characterizes a super-actuated
control for having more manipulated variables than
control variables. Besides being easier to attain
stability in the available setpoint range, due to the
degrees of freedom, the design of a black-box con-
troller is challenging for having to avoid unstable
operating points, which might pose an issue since
the model is previously unknown. In a sense, this
task serves as a test whether or not the controller
can avoid unstable settings and reach equilibrium
for a wide variety of setpoints.

Coupled Well Control (MIMO): the objective is
to control the two wells instead of the riser. Both
wells are coupled by the presence of the mani-
fold, which equates both well outlet pressures. The
well production choke valves u,;,; are manipulated
to control the bottom-hole pressure of each well,
but the gas-lift choke openings are held fixed at
Ugs; = 0.4, Vi. In real life, the measurement of
the bottom-hole pressure is another problem by it-
self (Jahanshahi et al., 2012) due to the low reli-
ability of the involved sensors. However, this can
be mitigated by estimating the bottom-hole pres-
sure (Jahanshahi et al., 2012). The challenge in
this task emerges from the coupled multivariate as-
pect of the problem, which the previous tasks did
not explore.

a different gain variation, which tends to increase
exponentially as the riser inlet pressure increases,
characterizing a non-linear gain behavior. Notice
also that a small opening variation of one gas-lift
valve leads to an oscillatory regime in 6(a), where
the system only manages to reach stability with a

5. Experiments and Results

This section presents the experiments using the on-
line learning controller for controlling the oil production
plant with two wells and one riser, aiming at analyz-
ing the controller capacity in following set-points and
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rejecting disturbances. We now showcase each of the
control problems proposed in Section 4.4 individually.

5.1. Implementation

The plant model was implemented using Jmodel-
ica, an open source dynamic system modeling language
which has an interface with Python 2.7. We used the
Python libraries numpy and scipy to implement both the
Echo State Networks and the online learning controller.
The results were displayed using the matplotlib library.
For all three cases, we utilized a sampling time of 60

seconds, a common setting in oil and gas production
plants.

5.2. Metrics and Experimental Setup

Hafner and Riedmiller (2011) define the metrics uti-
lized in this work. They argue that a viable control met-
ric is the average trajectory error ey of the controller:

1 N
er = N;IW] — Ikl (18)

where N is the total runtime in time steps, y[k] is the ac-
tual output and y is the predicted output. Actually, this
error metric is related to the cost function in the predic-
tive control strategies (Camacho and Bordons, 1999),
which uses the 2-norm instead of the 1-norm. Notice
that the average error e7 increases the longer the system
takes to stabilize at a set-point, being an indirect evalu-
ation of convergence time. Because this metric fails to
capture the transient behavior in the controller, such as
oscillations, we propose the mean variation of the con-
trol action as an alternative metric:

N

AU = " Ilulk] - ulk - 1]l (19)
k=0

u[-1] = ug (20)

The variation AU increases if the control action differs
between consecutive time-steps, for instance when the
system undergoes oscillations or during transients. In
process control applications, we want the behavior of
the system to be as conservative as possible while re-
specting process time constraints. So, the total control
action variation should be as low as possible.

In all experiments, the reference signal y is composed
of three parts. Each part has a duration of 2000 time
steps, roughly 0.6 hours, according to the following
rules:

e training: we designed the first part so that the con-
troller learns the plant dynamics in different, grad-
ually varying, set points covering the whole output
space.

e validation: the same set-point signal from the
training phase is used to verify if learning con-
verged, i.e., a controller with low trajectory error
er and low mean variation of the control action
AU.

e generalization: the third part uses a random stair
signal as set-point to test the performance of the



controller over unseen plant output spaces. Both
the amplitude and the frequency of the signal ran-
domly vary. In the literature, this kind of signal is
known as APRBS (Amplitude Modulated Pseudo-
Random Binary Signal) (Nelles, 2001), where a
PRBS is modulated over a random amplitude,
achieving, in the end, a random stair signal com-
posed of steps with random duration.

In control, better results are expected if the deviation
from one set-point to the next is small, as advocated by
the linear systems approximation theory (Chen, 1998).
So we should expect poor control performance when the
distance between one set-point and the next is high.

The mean trajectory error ey and the total control
variance AU are computed, for each part of the simu-
lation, which provides insights into how the controller
has progressed. At each time k, we also plot the met-
rics ey and AU over the 100 previous time steps, which
shows how the controller continuously progresses over
time.

5.3. On Parameter Selection

In total, we tuned seven controller parameters accord-
ing to either a grid search procedure or empirically ana-
lyzing the behavior of the controller and its parameters:
for the ESN (reservoir), the leak rate 7y, the spectral ra-
dius p, the input scaling f; and bias scaling f;; for the
RLS training of the output layer, the forgetting factor A
and «; and for the controller (externally to the network),
the prediction time step 6.

The forgetting factor A should be small enough so that
the RLS is sensitive to changes in the model, but large
enough so that the covariance matrix P does not degen-
erate. The value A = (1 — 107°) was chosen by trial and
error. We have analyzed the behavior of the main di-
agonal of the covariance matrix over time, and chosen
a value for A sufficiently high to guarantee that P does
not diverge, which otherwise causes numerical instabil-
ity, while maintaining the “forgetfulness” of past data
by the RLS.

When prior knowledge on the weights and covariance
matrix is unavailable, we should select a small value for
a to induce high variance in the diagonal of P, which
in turn expresses a high degree of uncertainty. Notice
also that a small value for a leads to a faster conver-
gence rate of the RLS algorithm (Nelles, 2001). For the
simulations herein a was set to 1073.

To select the number of neurons for the experiments
in this work, we tested the controller using different val-
ues for the number of neurons, and obtained successful
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results with values as low as 50. However, the perfor-
mance for randomly generated reservoirs of size 50 have
a high variance when compared to reservoirs with more
neurons. In all cases, 300 neurons proved to be enough
to perform all tasks, considering learning and control of
the system. More neurons require more computational
power to calculate the control action, so it is desirable
to keep the number of neurons sufficiently low for the
controller to learn the system.

For each experiment, Table 1 displays the rest of the
parameters: the SISO case corresponds to the exper-
iments where the controlled variable is the riser inlet
pressure P;,, and the manipulated variable is riser choke
opening z; the MISO case refers to the P;, control using
both gas-lift valves u,; and u,,; and the MIMO case
refers to the control of the downhole pressures Py ; of
both wells (i = 1, 2) by simultaneously manipulating the
production choke valves u.,; of each well. Before do-
ing a grid search, the reservoir’s weights are randomly
initialized from the normal distribution and left fixed
for the different sweeps of other parameters. Borrow-
ing from results shown in Waegeman et al. (2012), we
choose to keep the internal weight matrix fully dense.

Table 1: Parameters values selected for the experiments.

Parameter SISO | MISO | MIMO
v: Leak Rate 0.2 0.5 0.2
p: Spectral Radius of W{ 1.0 1.0 1.0
o: Prediction Time steps 2 10 5
S+ Scaling Factor of WY 0.3 0.3 0.3
f;+ Scaling Factor of Wy | 0.2 0.1 0.1

Lower values for f are desirable since the controller
behaves less aggressively. Also, the system behaves
more like a linear system when the value of f is small,
since the input has small effect on the network.

The controller was not able to track set points with-
out the presence of bias (f; = 0) for the ESN, which
shows that the task at hand is significantly complex and
nonlinear. An empirical analysis of bias values revealed
that f, = 0.2 produces better results for the SISO case,
whereas a bias value f; = 0.1 was best for the super-
actuated and coupled well cases.

The SISO and MIMO applications were given a leak
rate of 0.2, for having fast dynamics, so there is no re-
tardation of the controller dynamics related to the plant,
and a spectral radius of 1.0, which ensure a long-lasting
memory for the reservoir (slow dynamics are present).
The only parameters left to decide are p and y for the
MISO case, and ¢ for all three cases.
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Figure 7: Color Grid for er (a) and AU (b) for different values of y
(leak rate, y axis) and p (spectral radius, x axis). Experiment done
for the MISO case with the metrics evaluated during validation and
generalization stages (last 4,000 time steps).

For the MISO case, the leak rate y and spectral ra-
dius p were chosen by performing a grid search for
03 < p < 12and 0.1 < y < 1 on discrete inter-
vals of 0.1, considering both AU and e7 evaluated dur-
ing the last 4,000 time steps (validation and general-
ization phases) after the initial training phase of 2,000
time steps. Other parameters were fixed as shown in the
Table 1. The results of this batch of experiments are
presented in Figure 7, where black corresponds to high
errors and white to low errors. For visualization pur-
poses, we cut off points where ey > 3 and AU > 200
from the plot, where the performance was subpar, to bet-
ter visualize the points that performed good in terms of
the two metrics. From the plot, we can notice that the
optimal combination of leak rate and spectral radius for
the metric ey (where AU can be up to 100) is located

aty = 0.5 and p = 1.0 (where ey < 0.6), while other
parameter combinations have led to more oscillatory be-
haviors in our analysis — represented by grey and black
areas in the total control variation plot in Figure 7(b).
Another view on the plot of AU is that, in general, as p
gets higher, the dynamics of the ESN is enriched with
more nonlinearity and short-term memory, causing the
controller to behave more aggressively as well (darker
areas of the plot). However, the interplay between the
spectral radius and the leak rate in this application is not
so evident, as the best blend of parameters takes place
aty = 0.5 and p = 1.0, suggesting a nonlinear rela-
tionship between parameters for the best learning and
control performance.

In addition, for y < 0.5, the ESN state dynamics
slows down too much for the controller to effectively
control the system — reflected by the top darker area
with high error in Figure 7(a). We have also noticed that
when y > 0.7, the controller demonstrates behavior too
aggressive to properly stabilize the plant — verified by
the darker area with high AU in Figure 7(b). Although
the bottom left sections of the plots in Figure 7 (where
0.7 < y £ 0.6) have a greyish aspect suggesting rea-
sonable control performance, we have noticed that for
these cases the covariance matrix P has not decreased
over time, i.e., the output weights learned by the RLS
method have high associated uncertainty (given by P)
in the premature convergence of the RLS training. As
a result, the norm for W2 goes up over time, bringing
about numerical instability for long simulations.

In order to choose the most suitable value for the pre-
diction time step J, as seen in Table 1, we evaluated er
and AU once again for the validation and generalization
stages of the simulation during 4, 000 time steps, for val-
ues of ¢ varying from 1 to 30, while keeping fixed the
ESN weights and setting other parameters as defined in
Table 1. Figure 8 depicts the results of these experi-
ments for the MISO and MIMO cases. Note that the
time step delay ¢ is the sole degree of freedom of the
online learning control existing outside the ESN struc-
ture and adaptive RLS training blocks (Figure 2). Some
remarks on the experiments follow for the following
cases:

e SISO Case: the experiment was not very informa-
tive and is not shown here. The value with mini-
mum ey was 6 = 2.

e MISO Case: as shown in Figure 8(a), a subpar
performance for the Super-Actuated control is ob-
tained when 6 < 9, either with the system fail-
ing to learn a model at all (cases where AU = 0
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Figure 8: Plot for er (y axis of topmost plot) and AU (y axis of bottom
plot) evaluated during the last 4,000 time steps of the simulation for
different values of § (x axis).

imply a constant control action, where no learn-
ing or control is taking place), or when the control
network outputs a nonconservative control action
(AU > 150) while still having undesirable perfor-
mance (ey > 3.0). For 6 > 9, the values for er
and AU are more randomized and harder to pre-
dict. The best performance happens when ¢ = 10,
in terms of er, hence its choice in Table 1.

e MIMO Case: Figure 8(b), however, shows that ¢
has a more predictable effect on the Coupled Well
Control Problem: starting from § = 2, the mean
trajectory error ey gets higher with 6. For 0 < 6 <
10, the total control variation AU remains within
an acceptable range of [20, 40]. For the controllers
where e7 < 0.5, § = 5 induced the smallest AU.
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5.4. SISO Riser Inlet Pressure Tracking

The experiments herein concern the first problem de-
scribed in Section 4.4, the tracking of the riser inlet pres-
sure P;, by manipulating only the riser choke valve. The
design of a linear controller for this problem is partic-
ularly hard, since the static gain varies significantly per
operating point (see Figure 6(b)). Put another way, a
linear controller designed for an operating point can be-
come unsuitable for another. No gas-lift is injected into
the wells ((ugs.1, Ugs2) = (0,0)).

Before computing the control action, we scale the
feasible range of the inlet pressure P;, from [88.8,95.0]
bar to [-1,1], for better numerical conditioning,
whereby 88.8 bar is the riser inlet pressure for a fully
open choke, and 95.0 bar is the pressure when the choke
is about 10% open. The control action is defined within
the set [0.1, 1.0] to prevent the well from being shut in.
‘We then scaled the control action to [—1, 1], to be in the
same range as the controlled variable.

Figure 9 shows the results of the stable SISO P;, con-
trol experiment. In the first subplot, the red dashed line
is the reference signal P;, and the blue solid line corre-
sponds to the plant output signal. After approximately
1000 time steps, the Echo State Network converged!
and was able to thoroughly learn the system operating
points. The ESN learning led the controller to track the
setpoints afterward without the presence of oscillations.
We see this behavior in the first plot of Figure 9: the
training and validation part of the simulation consist of
the same tracking signal, but the controller succeeds in
the validation part due to information obtained during
the first 2000 time steps. The third part of the sim-
ulation (from 4000 to 6000 times steps) was designed
to have low pressure set-points, whereas high pressures
were set for the first two parts of the simulation (from 0
to 4000 time steps), as shown on the top plot of Figure
9. Within the third part of the simulation, large changes
in the riser choke opening imply small changes in the
riser inlet pressure. The top two plots of Figure 9 show
this behavior. Notice that the controller can track the
pressure profile within the third part, even though track-
ing was not consistently kept at low pressures in the first
two parts of the simulation.

The third and fourth plots of Figure 9 present respec-
tively the mean trajectory error ey and the total control
variation AU of the 100 previous time steps, at each
time step”. Error peaks correspond to system satura-
tion and oscillations (e.g., at time step 1000, ey has a

'The Echo State Network converges when the weights of the out-
put layer stop changing drastically.
2For time steps k < 100, the missing samples are assumed zero.
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Figure 9: Results for the stable SISO case with z (riser choke opening) as plant input and P;, (riser inlet pressure) as plant output, where ugy1 =
ugs2> = 0. The top most plot consists of the controlled variable P;, (full line), and the desired P;, value (dashed line). The second plot is the
manipulated variable. The third plot gives the mean trajectory error ey over the 100 previous time steps at each time step. The fourth plot is the
total control variation AU over the 100 previous time steps, at each time step.

peak when P;, reaches its maximum value). The error
in the first simulation part is higher than in the second,
having a high magnitude before and a low magnitude
after the ESN converged. Since the control action os-
cillates heavily, one expects that AU had higher values
in the first 2000 time steps. The third part demonstrates
the ESN learning ability: despite a random tracking tra-
jectory leading to unexplored operation points, the error
induced by the controller was still small. The magnitude
of AU at the third part is also higher than the second, but
this behavior is attributed to the distance between each
control action to follow the desired set points at steady-
state.

Table 2: Results for the mean trajectory error and maximum control
variation of the stable SISO P;, control manipulating the production
choke z.

time steps
0-2000 | 2000-4000 | 4000-6000
er 0.28 0.028 0.037
AU | 74.99 2.76 9.92

Table 2 gives the mean trajectory error ey for each
simulation part, as defined in Eq. (18), and likewise
the control variation AU as defined in Eq. (19). These
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metrics corroborate the results shown in Figure 9.

We also have measured the time it took to compute
the control action at each iteration. The average com-
putation time was of 0.0042 seconds, the standard de-
viation was of 0.0032, and the worst case time was of
0.036 seconds.

The same control strategy was applied to the case pre-
sented in Figure 6(a), where the only difference from the
system in this application is that (i1, Ugs2) = (0.05,0),
with one gas-lift valve fully closed and the other opened
only at 5%. The controller has failed to stabilize the
plant in that instance, but this might be due to the impos-
sibility of reaching the proposed pressure set-points in a
stable way using only the production choke as the ma-
nipulated variable. The difference in results shows that
the gas-lift valves are essential in defining the system
dynamics, making them important for pressure tracking.
We tackle this approach in the next section.

5.5. Super-Actuated Control

This section considers a controller with two manip-
ulated variables, namely the gas-lift chokes (ugy 1, lgs2)
while holding the riser choke fully open (z = 1) to sus-
tain full oil production. The goal is to track a reference



signal for the riser inlet pressure P;,, a control problem
in the MISO class.

Multiple solutions for reaching a given set-point
emerge from the additional degrees of freedom, posing a
challenge to learn the ESN-based inverse model. For ex-
ample, a pressure of 110 bar can be achieved with mul-
tiple combinations of (i1, Ugs2). As the input-output
relation is not bijective, the inverse model is not invert-
ible and the controller must find an approximation that
works. Another challenge to control design stems from
the slow system dynamics, since a change on the gas-lift
choke opening can take considerable time to influence
the riser inlet pressure.

We scaled the range for the riser pipeline pressure
[100, 120] to [—1, 1], in which 100 bar is the lowest al-
lowed pressure and 120 bar is the upper limit. The gas-
lift choke opening [0, 1] was likewise scaled to [-1, 1]
for both valves.

The third column of Table 1 presents the parameters
for this experiment.

Figure 10 depicts the results for the Super-Actuated
control. Notice that the controller asymptotically sta-
bilizes the plant for all set-points once the RLS algo-
rithm converges, approximately after 400 time steps,
even considering that, of all applications, the Super-
Actuated case has the most complex dynamics, since
the gas-lift valve is in the well annulus, and P;, is mea-
sured at the riser inlet (see Figure 5). These results
show that the controller can effectively learn the inverse
plant model and thus control the plant, despite the ad-
ditional degrees of freedom, and avoid potential oscil-
latory regimes. The controller also efficiently tracked
the riser inlet pressure in the third part (generalization
stage) of the simulation, where the set-points are set
at random, even though abrupt set-point changes make
it difficult to generate smooth dynamical responses. In
the second subplot, the blue line represents i, and the
green line ug».

The third and fourth plots of Figure 10 are consistent
with the previous experiments as measured by er and
AU. The performance in the second and third simula-
tion parts, namely validation and generalization, respec-
tively, are better than in the first learning part, which is
devoid of prior knowledge of the inverse model. The
larger set-point changes are the cause of the higher er-
ror in the third part.

Because there is no feedback from the outputs to the
state of the ESN (Wy = 0), the control signals ug,
and u,, are fully independent and computed by sepa-
rate weight combinations of network states. Since both
control signals are affecting the riser inlet pressure P;,,
we can see each control action as a disturbance to one
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another. We can see this control structure as two sepa-
rate controllers adjusting the same controlled variable
by using a different manipulated variable each. The
controllers will interfere with each other, rejecting dis-
turbances in the form of multivariate coupling. Table

Table 3: Results for the mean trajectory error and maximum control
variation of the P;, control, manipulating the well gas-lift valves ugy |
and ugy 2.

time steps
0-2000 | 2000-4000 | 4000-6000
er 1.57 0.33 1.06
AU | 101.2 34.89 119.99

3 presents the metrics ey and AU for each of the three
parts of the simulation. These metrics endorse the con-
clusions drawn above. For instance, the control vari-
ation is higher in the third simulation part, which is a
result of the control action required to track a randomly
changing set point.

Measuring the control action computation time at
each time step of the simulation, we have obtained
an average of 0.0058 seconds, a standard deviation of
0.0041 and a worst-case computation time of 0.046 sec-
onds.

We applied the Least Mean Squares (LMS) algorithm
(Nelles, 2001) instead of RLS for riser control, however
the resulting controller did not manage to attain a satis-
factory performance. Alternatively, an Extreme Learn-
ing Machine (ELM) (Huang et al., 2006) and a Radial
Basis Function (RBF) network (Nelles, 2001) were im-
plemented for the plant inverse model as a means to
compare with the ESN-based controller. As initially
proposed by Waegeman et al. (2012), the online learn-
ing control framework can use machine learning models
other than reservoirs.

The ELM operates according with the following
equation:

h[k] = tanh(W;j,u[k] + b)
ylk] = W,h[k]

@D
(22)

where u[k] and y[k] correspond to the network input
(plant output) and network output (plant input) respec-
tively. The vector h[k] has the values of the hidden layer
units. Unlike the ESN which has an internal dynamics
given by the network state, the ELM is static and there-
fore yields the output depending only on the current in-
put. Akin to an ESN, only the output weights W, of the
ELM are trained using RLS, while the weights Wy, and
b are randomly initialized as suggested in the literature
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Figure 10: Results for MISO control with ug,1 and ugy > (gas-lift choke openings) as the plant input and P;, as the plant output, with the riser choke
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the manipulated variables, i.e. both gas-lift choke opening. The third plot is the mean trajectory error ez over the 100 previous time steps at each
time step. The fourth plot is the total control variation AU over the 100 previous time steps, at each time step.

(Huang et al., 2006), in this case, using a standard nor-
mal distribution N(0, 1). For comparison purposes, the
vector h[k] has the same dimension as the reservoir in
the ESN, i.e., N = 300 units.

A Radial Basis Function is roughly defined as a func-
tion f(x) = g(|lx — ¢;||) that depends on the Euclidean
norm of the difference between an input x and a cen-
ter ¢;. Each radial basis function possesses a center c¢;
and radius r;. In this work, we adopt a Gaussian-like
function as RBF, defined as:

2
)

fo0 = Uil 23)

The RBF network combines multiple RBFs for the pur-
pose of system identification. As each RBF influences
locally in the identification, the centers must be well dis-
tributed. Since every variable is normalized before be-
ing input to the inverse model, the center ¢; of each RBF
is drawn from the uniform distribution r(0, 1). For the
sake of simplicity, instead of using the radius r;, we im-
plement the RBFs in terms of the parameter w; = %,
drawn randomly from rM(0.01,1). The resulting RBF
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network operates with the following equations:

By = e~Ovin=il’

y =W,h

(24)
(25)

where h; is the i element from h, which has size
N =300 in this experiment. As with the ESN and ELM,
we train the output weights using RLS, leaving the re-
maining parameters static. The output weights W,, dic-
tate the influence of each RBF in the resulting inverse
model.

To compare the performance of the controllers de-
fined by the ESN, the RBF network and ELM, thirty
simulations were carried out for each inverse model,
with varying internal weights for the respective net-
work. Besides the previous experiments with a time-
step delay ¢ = 10, experiments were also performed for
0 = 30 whereby 10 simulations were run for each in-
verse model. The results are reported in Table 4 in terms
of the mean and standard deviation (std) of the tracking
error er.

From the results in Table 4, we can infer that the Echo
State Network outperforms the ELM as well as the RBF
network on average, with smaller mean for the tracking



Table 4: Comparison of ESN with the ELM and RBF inverse models,
applied to the online-learning control of the riser inlet pressure (Pj,)
by manipulating the well gas-lift valves (ugs,1 and ugs>). (a) Case for
default settings, with time-step delay 6 = 10; (b) Case for 6 = 30,
approximately simulating a lower sampling rate of the plant.

(a)6=10
time steps
Mean 0-2000 | 2000-4000 | 4000-6000
er(ELM) | 9.16 8.33 8.54
er(ESN) | 5.68 473 5.09
er(RBF) 6.22 4.89 5.63
time steps
St. Dev. | 0-2000 | 2000-4000 | 4000-6000
er(ELM) | 6.33 6.76 6.91
er(ESN) | 4.96 4.34 419
er(RBF) 421 3.94 4.54
(b)s =30
time steps
Mean 0-2000 | 2000-4000 | 4000-6000
er(ELM) | 11.78 10.72 10.22
er(ESN) | 175 5.33 6.06
er(RBF) 9.95 8.96 9.19
time steps
St. Dev. | 0-2000 | 2000-4000 | 4000-6000
er(ELM) | 4.65 5.29 6.05
er(ESN) | 648 6.18 6.02
er(RBF) 6.00 6.55 6.52

error er. In the case of 6 = 10 shown in Table 4(a),
the mean error values produced by the RBF network are
closer to the ESN than ELM; ESN yielded a lower vari-
ance on ey than ELM but slightly higher than the RBF
network in the first two parts of the simulation. As the
time-step delay ¢ becomes greater, that is, for tasks re-
quiring even more memory® (Waegeman et al., 2012),
we expect that the ESN performance surpasses the other
methods more strongly as the fading memory effect will
be essential for the online learning control. This ten-
dency is observed in Table 4(b), where 6 = 30, which
shows that the deterioration in performance of the static
models (ELM and RBF model) is greater than that of the
ESN when dynamics becomes more important. Consid-
ering the last column (time steps 4000-6000), while in
(a) the RBF model was about 8% worse than the ESN, in
(b), the RBF model is about 51% worse on average than

3For example, if the sampling rate of the plant would be lower than
1 measurement per minute.
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the ESN. Considering that weights are randomly initial-
ized, the results indicate that a good ESN controller is
more easily obtained for the slow dynamics setup than
a controller based on ELM and RBF networks.

5.6. Coupled Well Control

This experiment concerns the manipulation of the
production choke u.,; of both wells to control their
bottom-hole pressure Pp;;. For being a MIMO (Mul-
tiple Input, Multiple Output) plant, this experiment is
the most complex in terms of learning. For instance,
some desired set-point combination might not be feasi-
ble due to the plant physics, which imposes operational
constraints. Such constraints make it harder for the con-
troller to calculate choke openings that track the desired
bottom hole pressures.

We scale the well bottom-hole pressure from
[170,220], which are the minimum and maximum
bottom-hole pressure that the wells can reach, to [—1, 1].
Likewise, the production choke opening is scaled from
[0.1, 1] to [-1, 1] for both wells, with 0.1 being the low-
est allowable choke opening.

The fourth column of Table 1 shows the parameters
utilized in this experiment. Figure 11 depicts the set-
point tracking experiment. It took 500 time steps for the
RLS to converge and the inverse model to be learned.
Once the learning has converged, the controller tracked
all the proposed set-points without oscillations, which is
remarkable given the lack of prior knowledge and con-
sidering variable coupling. Table 5 shows the total con-

Table 5: Results for the mean trajectory error and maximum control
variation of the MIMO coupled wells control, without disturbances.

time steps
0-2000 | 2000-4000 | 4000-6000
er 2.05 0.33 0.69
AU | 273 3.77 25.72

trol variation and mean trajectory error over the three
phases of the simulation. These metrics corroborate the
behavior shown in Figure 11. Notice that the mean tra-
jectory error ey is high during the learning phase, very
low for the well behaved trajectory tracking part during
validation, and slightly higher than the previous period
when the set points are defined randomly in the gener-
alization phase.

With the aim of assessing the robustness of the online
learning controller, we applied disturbances to the gas-
lift source pressure of well 2 (Pg,,). Figure 12 shows
the results of this experiment. The bottom-most plot of
the figure shows the gas-lift disturbance, which consists
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Figure 11: Results for MIMO control with w1 and u.,2 (production choke openings) as input and Ppj, 1 and Ppp o (bottom hole pressures) as
outputs. The first plot consists on the controlled variable Py, (full line), and the desired Pp;, value for both wells (dashed line). The second plot
gives the manipulated variables, both gas-lift choke openings. The third plot shows the mean trajectory error ez over the 100 previous time steps,
at each time step. The fourth plot is the total control variation over the 100 previous time steps, at each time step.
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Figure 12: Results for MIMO control when a disturbance in Py is applied. The production choke openings u4,1 and u.p, are the plant inputs,
whereas Py, and Py, are the plant outputs, and z = 1 and ugs 1 = ugs> = 0.4. The first plot consists of the controlled variables Ppy 1 and Ppy2
(full line), and the desired Ppy, value for both wells (dashed line). The second plot gives the manipulated variables, both gas-lift choke openings.
The third plot shows the mean trajectory error ey over the 100 previous time steps, at each time step. Likewise, the fourth plot gives the total
control variation over the 100 previous time steps, at each time step. The fifth plot depicts the step disturbance in the gas-lift source pressure Py .
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of an abrupt parametric change in the model occurring
at a certain point in time (i.e., step disturbance). The
step disturbances for the gas-lift source pressure P,»
happen at times r = 3600 min, + = 3900 min and ¢ =
4300 min (see Figure 12).

A 30 bar disturbance is usually considered large in
the context of the application. Even though the RLS al-
gorithm converged, which leads the learning algorithm
to be less sensitive to changes in the plant, the controller
still managed to compensate for the parametric change
in the model. This means that the online learning con-
troller adapts to model change with little performance
degradation. Table 6 shows the result of this experiment

Table 6: Results for the mean trajectory error and maximum control
variation of the MIMO coupled wells control, with disturbances.

time steps
0-2000 | 2000-4000 | 4000-6000
er 2.05 0.413 1.042
AU | 27.32 8.19 28.36

with disturbance applied. We apply the disturbance at
the end of the second phase and the beginning of the
third phase. Notice that the results did not change by a
large margin in comparison to the case without distur-
bance (see Table 5).

We measured, for the undisturbed case, the control
action computation time at each time step. The average
was 0.0058 seconds, the standard deviation was 0.0041
seconds, and the worst case time was of 0.052 seconds.

6. Conclusion

This work has shown that online learning control is
able to control complex simulated dynamical systems
in diverse scenarios without prior information. The
ESN-based controller was used to control an oil produc-
tion platform consisting of one riser and two wells con-
nected by a manifold, where complex dynamics were
present such as steady-state gain variation, multiple de-
grees of freedom, and coupled multi-variable control.
Three control problems (SISO, MISO, and MIMO) in-
volving different plant variables were tackled, extend-
ing substantially previous work. The ESN-based con-
troller learned each different input-output dynamical be-
havior and performed set-point tracking and disturbance
rejection, either explicitly or implicitly in a multivari-
ate coupling scenario. Despite the remarkable chal-
lenge of controlling a plant without a model, the online
learning framework has succeeded in all three proposed
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cases. Furthermore, the application of the learning con-
troller using a single ESN architecture has proved effec-
tive also for multivariate problems as shown here, even
when coupled variables were involved. As the worst
case computation time for the control action obtained in
all three simulation runs indicates, we can reliably use
the online learning controller in applications where the
sampling time is larger than 0.1 seconds given the uti-
lized hardware conditions. For the oil and gas plant con-
sidered in this work, computation time is a non-issue,
since the sampling time is of 1 minute, though it may
pose a problem for faster applications.

As future work, we plan to compare the current
framework with other control approaches in the litera-
ture as well as to devise methods for significantly re-
ducing the initial transients when controlling a plant,
an actual hindrance for real-world applications. For in-
stance, we can train a second ESN model beforehand as
a proxy forward model (Antonelo et al., 2017, 2007) of
the plant to be controlled, initializing the output layer
of the ESN-based controller by running the initial steps
of the control loop using the previously trained proxy
model as a simulated plant instead of the real plant.
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AppendixA. Well Model Details

All the algebraic equations that depict the Well
model’s dynamics are displayed in this appendix. The



flow equations are as follows:

Wain = Koty \JpGin max(Pys = Pa)  (AD)
W6inj = Kinj \PG.ap max(Pay — Pyy) (A2)
Wour = Kpruy \/Pmix,t max (P, — Po) (A.3)
Wres = PIMax(Pres — Ppp) (A4)
OLres = (1 = @G ) Wpes (A.S)
WG res = A pWres (A.6)
WLow = (1 = @G )Wour (A7)
WG.out = G Wour (A.8)

where K, are tuning parameters to adequate the model
to a real world application. The pressures Py, Py, Pap,
P,y and P, are the gas-lift source pressure, the pressure
at the top of the annulus, the pressure at the annulus bot-
tom, the pressure at the tubing bottom, and the pressure
at the top of the tubing, respectively. The pressure Py is
the outlet pressure, normally of the manifold, P, is the
reservoir pressure and Py, is the bottom-hole pressure.
The variable u is the wellhead choke valve opening and
uy is the gas-lift choke valve opening. The variable a7 ,
is the mass fraction of the bottom flow, and a/g’t is the

mass fraction of the outlet flow. Further, ag, is assumed
to be constant and a}, is calculated as:
1 -«
a/,(,;,’t _ ( L.)PG,t (A.9)
arpr + (1 —app6,)
CL’L’t = ZEL - aL,b (AlO)
w
aLy = L,resPG,th (Al 1)

WL resPGb + (WG inj + WG, res)pr
_ mpp—pLVen
a = —

(A.12)
Vior

where @/ is the average liquid fraction inside the tubing,
Vi 18 the assumed volume at the bottom-hole, V; is the
volume in the tubing, and p; is assumed to be constant.
The rest of the densities are evaluated as:

PyMg
ab = A.13
0G ab RT, ( )
PgsMG
in = A.14
£6, RT. ( )
mg.b
L= : (A.15)
PG Vi + Vi — mppin/pr
+mpg —pLV)
B = MG + Mrw — PLVbh (A.16)
Vi
Py,Mg
= — A.17
0G b RT, ( )
Pmixy = arpor + (1 —ap)pcy (A.18)
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with p,,;, being the average mixture density inside the
tubing, T, and T, the temperatures in the annulus and
tubing, assumed to be constant, R the universal gas con-
stant, and M, the gas molecular weight.

The pressures are calculated as follows:

_ RTumG,u

P, = A.19
= MGV, ( )
Mga8La
Py, =Py (AZO)
Va
PG RT;

P,=— A2l

It MG ( )
Py = Py + ppip8Ly + F; (A.22)
Py = Py + Fp + prgLn (A.23)

in which L, is the length of the annulus, Z, is the length
of the tubing, Ly, is the assumed length of the bottom
hole. For being modeled as disturbances, Py, Pgs and
Py are considered to be constant. The F, is the loss due
to friction from the bottom hole to the injection point,
also assumed to be constant, and F; is the loss due to
friction along the tubing, calculated as:

—2
AppLU L
=T A24
t 2D, ( )
1 69
=-1.81 + — A.25
Vi, %810 [(3.7D ) Re| (A2
DicUnmiD
Re, — pmtx NE g (A26)
u
ﬁmt - vsl,t + Usgt (A27)
—_ 4(wG,m + wres)
ot = ob (A.28)

The above equations are derived from Haaland’s so-
lution to the Colebrook-White equation (1983) for cal-
culating the friction factor of the tubing A;. The Re; is
the Reynolds number of the flow at the tubing, U,,, is
the average velocity in the tubing, vsg,, is the average
superficial velocity of the gas phase and U, is the av-
erage superficial velocity of the liquid phase, assumed
to be constant. The D; is the tube diameter, u is the vis-
cosity of the fluid. w,., is the average inlet flow rate,
which is assumed to be constant to simplify the dynam-
ics of the system.

AppendixB. Pipeline-Riser Model Details

This appendix contains all the equations utilized in
the pipeline-riser model present in this work.



Calculation of the riser outlet flow:

Wour = KPCZ VP: max(P, — Pg)

_ . m
WL out = a'L,[U-)out

=1 m
WG out = ( - aL’t)(’-)om

where z is the production choke opening. w,,, is the to-
tal mass outlet flow. P, is the pressure at the riser. o},
is the mass fraction at the top of the riser. p, is the den-
sity of the fluid at the top of the riser. Py is the outlet
pressure. K is a tuning parameter, experimentally ob-
tained to fit a real-life riser. Equations for a’L",t, p; and
P,, calculation:

m _ Lt
R
pr = arer + (1 —ardpc.r
_ pG,rRTr
r - MG

where R is the universal gas constant, 7, is the assumed
constant temperature in the riser. Mg is the gas molar
weight. ay, is the liquid volume fraction at the riser
top. pg.r is the gas density at the riser. p; is the liquid
density. Equations for e, and pg , calculation:

_2my, AL
QL = VoL - 7T_r12)

_ mG,r
P Vr - mL,r/pL

V, = ar’(L, + L)

V, is the total volume of the riser. L, is the length of
the riser. L, is the length between the top of the riser and
the choke valve. A, is the area of liquid that is “block-
ing” gas passage at the low-point. r, is the radius of the
pipeline. 7, is the radius of the riser. A; is modeled as:

AL =7Tr§ _AG

2
2 h,,—hn)
ﬂ'}”p (_hc
0

A, represents the area free for gas passage in the low-
point. &, represents the height of liquid in the pipeline.
h. represents the critical height in which gas cannot pass
from the pipeline into the riser.

hy < he
hy > he

Ag =
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Equation for £, calculation:

_ m, —pLVpar,) .
h, = Kyheay , + (% sin(6)
77”,,(1 - CVL,p)PL
— /5G,pr,in
aL,p = —
PG,pWLin T PLWG,in

'5 _ Pp,nomMG

Gp —

RT),
_ 2
V,= 71'}’pr

@y, is the average liquid volumetric fraction in the
pipeline. V), is the volume of the pipeline. 6 is the in-
clination angle of the pipeline relative to the low-point.
Pc,p 1s the average gas density in the pipeline, assumed
to be constant and calculated using M,, which is the
gas molecular weight, R, the universal gas constant, T,
the assumed constant temperature of the pipeline, and
Py om> the assumed nominal pressure of the pipeline,
obtained through steady-state experiments.

For calculation of the flows at the low-point, we use
the following equations:

wrip = KL AL VpL APy
KGAG PG, pAPG

Mg.p
Vo, —mp,/pL

WG.ip =

PG.p

K and K are tunable gains to tune the model to behave
as an experimental application. pg, p is the real gas den-
sity at the pipeline. AP, and APg are the liquid and gas
pressure difference at the low point, respectively, and
are calculated as follows:

APy = P, — AP, +prgh, — P, — p,,gL, — APy,
APG = Pp - Apr - Pr —ﬁmgLr - APfr

RT
P, = PG.pI p
Mg
D, = mL,r + mG,r
m Vr

in which P, is the pressure at the pipeline. p,, is the
average mixture density at the riser. g is the gravity ac-
celeration. APy, and APy, are the pressure loss due to
friction for the riser and pipeline respectively, and are
calculated as:



— R
aL,r/lrpm Um(Lr + LZ)

APyr= 4r
Y
_ _ =
AP, = a@LpdpprU gLy
fr = 4r
P
a _ mL,r
Lr= o
VrpL
= WL in
Usl,in = >
TrpPL
— WL,in WG,in
Um = —

o Ty

@, is the average liquid fraction at the riser. US,,,',, is
the average superficial velocity of the inlet liquid. U,
is the average superficial velocity of the mixture in the
riser. 4, and A, are the friction factor of the pipeline and
riser, respectively. They are calculated by the following
equation:

A, = 0.0056 + 0.5Re "+ (B.1)

in which x is either p, which stands for pipeline, or r,
which stands for riser. Notably, the calculation of the
friction factor needs the Reynolds Number Re of the
mixture in both the pipeline or the riser. Re for each
part of the system is calculated as follows:

2vasl,in"‘p
e, = ————
u
26, Unts
Re, = P mlr
u

p is the viscosity of the fluid, which is assumed to be
constant.
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